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AI Testing in this session

”Testing AI systems towards 
legislation and function for human 
centric AI in Europe”
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Exploring AI Testing: Introduction 
and Methodology
Katya Mishchenko & Nishat Mowlat at 
RISE
AI Governance in organizations: 
Data, Process & People to make it 
happen in practice
Giovanni Leoni, at Credo AI
i-Spaces and Sandbox
Daniel Sáez Domingo at ITI
AI testing in practice: What 
Validator has learnt from its 
customers
Yunus Emrah Bulut at Validator
Panel & Q&A
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Agenda:
• Introduction to AI testing: 

o What, why and how?
o About AI Act and standards 

• Challenges in AI testing

• AI testing methodology 
o Assessment list of Trustworthy AI
o AI Testing standards
o Application domains and subfields of AI

• Performing AI testing 
o AI testing at RISE
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Introduction to AI testing
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What: Testing AI systems is s a vital part of the 
development and deployment of AI systems 
since  ensures their accuracy, reliability, 
safety, efficiency and effectiveness 
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Why: 

How:

About AI testing 

AI testing builds trust and confidence in  
real-world applications and helps in 
identifying and rectifying potential 
issues early, thereby improving the quality 
of software releases.
One instrument to emphasize the 
importance and  ensure the safety and 
reliability of AI systems is the AI Act 
(enters into force 2024-2026). 

It lays down harmonized rules on AI, 
aiming to balance the socio-economic 
benefits and potential risks of AI 
technologies placed on the European 
market.

https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex
%3A52021PC0206



AI Act:  risk-based approach 
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Source: https://www.iasonltd.com/doc/jit/2021/
European_Commission_Regulation_on_AI.pdf



About the Standards related to AI Act
• ISO/IEC TR 29119-11:2020 Software and systems engineering — Software testing — Part 11: 

Guidelines on the testing of AI-based systems 

Provides an introduction to AI-based systems, new challenges and opportunities for testing them.
This document explains those characteristics which are specific to AI-based systems and explains the 
corresponding difficulties of specifying the acceptance criteria for such systems.

• ISO/IEC AWI TS 29119-11 Software and systems engineering — Software testing — Part 11: 
Testing of AI systems 

 Describes testing techniques  applicable for AI systems in the context of the AI system life cycle model 
stages 
Shows  how AI and ML assessment metrics can be used in the context of those testing techniques. It also 
maps testing processes to the verification and validation stages in the AI system life cycle.

•  ISO/IEC 25059  Software engineering. Systems and software Quality Requirements and 
Evaluation (SQuaRE)
Outlines a quality model for AI systems and  provide guidelines for measuring and evaluating the quality of 
AI systems, focusing on characteristics like accuracy, interpretability, robustness, fairness, privacy, and 
security. 
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Challenges in AI Testing 
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• Testing AI systems comes with unique challenges, such as the unpredictability of AI behaviour, the difficulty 
in defining the right metrics for success, and the complexity of creating diverse and representative test 
cases.

• ISO/IEC AWI TS 29119-11 "Software and systems engineering — Software testing — Part 11: Testing of AI 
systems" describes testing techniques and metrics for AI systems in the context of the AI system life cycle 
model stages. According to it, some of challenges are:
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Some challenges related to AI testing 
 

Data testing:

issues with data quality, 
diversity, 
privacy, labeling, 
temporal sequencing, 
data drift, and potential 
biases.

Explainability:

Arises from “black box”, 
nature,  making it 
difficult to understand 
why they make certain 
decisions.

Continuous Learning: 

often learn and adapt 
over time, which 
means they need to be 
continuously tested and 
monitored 

Transparency:
arises “black box” nature, sensitivity of 
training data, dynamic learning, potential 
for bias, and the trade-off between model 
accuracy and explainability.

Trustworthiness:
arises from the “black box” nature, the need for 
security against manipulation, the requirement 
for data privacy, the necessity for accountability, 
and the complexity of ensuring fairness and non-
discrimination.



AI testing methodology 
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The AI Testing Elephant
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Assessment list of Trustworthy AI (ALTAI)

Ethics guidelines for Trustworthy AI: https://digital-strategy.ec.europa.eu/en/library/ethics-
guidelines-trustworthy-ai

Image source: https://www.sciencedirect.com/science/article/pii/S1566253523002129
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Subfields of AI:
1. Machine learning 
2. Deep learning (DNN)
3. Natural language processing 

(LLM)
4. Computer vision (image, video, 

voice)
5. Reinforcement learning (agents)
6. Multi-agent systems
7. Robotics (autonomous)
8. Expert systems (reasoning)
9. Speech processing (speech 

recognition)
10.Planning and scheduling (plan 

actions)
11.Knowledge representation and 

reasoning
12.Evolutionary computing 

(genetic algorithm)
13.Affective computing (recognize 

feelings)

Application domains and subfields of AI



Performing AI Testing
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Performing AI Explainability Testing

Hampus Lundberg, Nishat I Mowla, Sarder Fakhrul Abedin, Kyi Thar, Aamir Mahmood, Mikael Gidlund, 
Shahid Raza, “Experimental Analysis of Trustworthy In-Vehicle Intrusion Detection System Using 
eXplainable Artificial Intelligence (XAI),” IEEE Access, vol. 10, September 2022. (Link)

https://ieeexplore.ieee.org/abstract/document/9899390
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Performing AI Explainability Testing

Microsoft Research

https://www.microsoft.com/en-us/research/blog/open-source-library-provides-explanation-for-machine-learning-through-diverse-counterfactuals/


Quality of AI
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Quality AI requires quality data

But quality AI is more than data
• Cybersecurity
• Transparency
• Robustness
• more
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Thanks!
kateryna.mishchenko@ri.se
nishat.mowla@ri.se Katya picture





























i-SPACES AND 
SANDBOXES
ITI EXPERIENCE



Daniel Sáez-Domingo
(dsaez@iti.es)

• Strategic Intelligence and Technology Transfer Director in ITI
• Coordinator of ITI Innovation Space (i-Space Platinum BDVA)
• Member of Board of Directors of BDVA and GAIA-X



Data Driven economy needs

Tech. Convergence

Regulations & 
Standards

Awareness

Experimentation



i-Spaces, making Data Strategy 
happen

i-Spaces concept was defined a long time ago 
(2014), but it is totally alive and needed 
nowadays. i-Spaces are ecosystems with 
powerful infrastructures, knowledge, 

tools, data, … ready to provide services for 
the experimentation and innovation with 

Data and AI. 

They have a close contact and are well 
known and recognized in their local 
ecosystems and are also very well 
connected globally, as stars of an 

impressive constellation around Data and 
AI.



The New Legislative Framework (NLF) legislation (e.g. machinery, medical 
devices, toys), will integrate a conformity assessment procedures for AI risk 
classification

linked to the Data 
Governance Act , 

EU AI Act



Sandboxes

A Sandbox is an isolated framework to 
allow innovators, whether start-ups or 

large firms, to conduct live experiments 
in a controlled environment

Tech. Challenges
Legal Challenges Business Challenges

Ethics and 
Regulatory 
Challenges



WHY SANDBOXES: EXAMPLE SPAIN



• Enriched node providing:
• Data Quality
• Data Governance
• Data Ingestión
• Data Storage
• Data Sharing
• Data Processing
• Access control and security

• A Data Innovation Lab

Knowledge for on-
boarding in the 
digitization and 

extraction of value 
from data

Model, tools 
and knowledge 
to deploy data 

& Ai stacks

Own 
infrastructure 
and tools to 

host 
experiments

Access to personalized resources

•Infrastructures
•Datasets
•Tools

Access to services

•Data Processing
•Data Management
•Business
•Legal
•Ethics

Skills

•Technical
•Infrastructure deployment
•Data governance

•Business

i-Spaces: Trusted environments to experiment



SCENARIO 
1

• Infra
• Services
• Business

SCENARIO 
2

• Infra
• Services
• Business

SCENARIO 
3

• Infra
• Services
• Business

AGILE AND PERSONALIZED SCENARIO CONFIGURATION 
ON DEMAND

How can i-Spaces help the regulators



Analyse the AI 
system, its 

intended use, 
potential risks, 
and mitigation 

strategies.

Prepare the scenario 
to test and deploy 
the AI systems in 

real-world settings, 
but in controlled 

environment. Limited 
time.

Report to the regulator 
on the performance, 

risks, and any 
incidents related to the 

AI systems

How can i-Spaces help the regulators



i-SPACES HAVE FEDERATED THEMSELVES 
WITH THE VISION OF BEING THE 

REFERENCE FOR EXPERIMENTATION AND 
INNOVATION WITH INDUSTRIAL, PUBLIC 

AND PERSONAL DATA AND AI 
TECHNOLOGIES FOLLOWING THE 

EUROPEAN, NATIONAL AND REGIONAL 
VALUES AND PRINCIPLES. SOLID 

COLLABORATION. COMMON VISION. 
TANGIBLE IMPLEMENTATION

And i-Spaces are sharing best practices
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Mission
The Federation’s mission is to accelerate the 

evolution and adoption of Data driven 
innovation and AI Technologies in Europe by 

facilitating a safe, trustworthy and regulatory 
compliant environment for cross-border and 

cross-sector data-driven experimentation. The 
Federation links relevant European initiatives on 

Data and AI in a single ecosystem providing a 
sustainable high-quality and global European 

federated catalogue of data sources, data-
driven services, courses and solutions deployed 

locally by the i-Spaces. 





Safety & Trust for AI

AI testing in practice
What Validaitor has learnt from its customers?

Yunus Bulut , Founder & CEO
yunus.bulut@validaitor.com



Safety & Trust for AI

Validaitor Platform

52

Validaitor offers many AI assessment 
and risk management templates and 
enables collaboration between AI 
developers and auditors.

Assessments & Collaboration

Validaitor provides many tests and 
metrics out-of-the-box. You don’t have 
to write knowledge intensive testing 
code for AI audits.

Out-of-the-box Testing

Validaitor automates testing and 
assessment so that companies 
can get AI certification from the 
platform every time they ship a 
new AI.

Automated Certification

Validaitor keeps your AI assets and 
audits for forensic purposes. It also 
enables you to keep track of incidents 
and provides collaboration functionality 
on incident management.

Forensic and Incidents
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AI Lifecyle
Requirements:

Risk management system

Data and data governance

Technical documentation

Record-keeping

Transparency and provision of information to users

Human oversight

Accuracy, robustness and cybersecurity
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the 
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Human in the loop

Testing

Documentation

Record keeping

Data Governance

Transparency

Risk management



Safety & Trust for AI

1. AI Testing is beyond performance testing

• AI developers are familiar with 
performance testing:
• The educational system enforces 

it.
• It is easy to understand and 

implement.
• There’s more than performance in 

an AI!

54



Safety & Trust for AI

Security
• Evasion Attacks: Models can be 

fooled during inference time.
• Poisoning Attacks: Models can be 

fed with backdoors that can be 
triggered during inference.

• Model Stealing Attacks: Intellectual 
property is at risk.

55



Safety & Trust for AI

Privacy
• It’s shown that large models tend to 

memorize training data.
• The larger the models, the higher the 

chances to memorize sensitive info.
• Models can leak this info during 

inference:
- Membership Inference Attacks

• The only known solution that is 
effective is Differential Privacy. 
- It’s really hard to scale!

56



Safety & Trust for AI

Fairness
• Bias is a central concern that is directly 

related with human rights
• Categories can be age, gender, 

nationality, religion …
• Bias can be checked on:

• Datasets
• Model predictions

57



Safety & Trust for AI

2. There‘s a trust issue between AI and its users

• The trust issue causes 
underutilization of AI.

• AI developers care about external 
certification even without any 
regulatory purposes.

58

AI developers are unsure 
about the quality of their 
models and shy away from 
innovation e.g. AI 
applications in healthcare

Consumers are 
hesitant to interact 
with AI based products 
and services e.g. 
autonomous driving.



Safety & Trust for AI

3. Testing should result in „better“ AI

• AI developers expect actionable 
insights after comprehensive AI 
testing.

• The aim of testing should be to 
discover weak spots and come up 
with suggestions to act upon.

59



Safety & Trust for AI

4. AI failure modes are subtle

• It’s not obvious to understand the 
failure modes of AI.

• The larger the models, the harder to 
find out weak spots.

60



Safety & Trust for AI

5. Better AI means a lot of trade-offs

• Security vs performance
• Bias vs performance
• Robustness vs performance
• Privacy vs performance

61



Safety & Trust for AI

6. Pre-trained models spread the vulnerabilities 

• The problems cascades with fine-
tuning.

• The direction of AI development is 
more and more fine-tuning of pre-
trained large models.

62



Safety & Trust for AI

7. General purpose AI is hard to test

• The larger the model the harder to 
test and figure out new insights.

• If a model is intended to be “general 
purpose”, defining scope for testing 
is the only way forward.

63



Safety & Trust for AI

8. Testing is use case specific

• The tests are meaningful if they’re 
justified in a use case scope.

• Different thresholds apply for 
different use cases.

64

Healthcare Automotive

Manufacturing
Finance 

& 
Insurance



Safety & Trust for AI

9. Testing requires quantifiable metrics

• The communication can only be 
done using quantifiable metrics.

• The lack of metrics means no tests 
most of the time.

65



Safety & Trust for AI

10. Transparency is the goal of compliance testing

• There’s no perfect testing that 
discovers all the vulnerabilities.

• The goal of a regulation should be to 
enforce transparency and best 
effort.

66



Safety & Trust for AI

THANK YOU!

Yunus Bulut , Founder & CEO
yunus.bulut@validaitor.com
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