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From Data to Intelligence
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Data Sovereignty

Sovereignty of data, sovereignty of Al Factories
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* Success through domain
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Al Factory Models

GenAl Training and Inferences services, geographically coupled

Every App is infused and Regional Data Centers (RDCs) National Data Centers (NDCs)
improved with Generative Al Inference Engines Training clusters
~100s locations ~10s locations
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LLM adoption by Apps drive LLM creation
regionalization of inference requires access to
engines Al Factory for Training
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Al Factory Enables Sovereign Manufactured Intelligence

Al Factory

Al supercomputers are
the foundation for Al
development and access
to Al platform

Sovereign

Development of language
and data-specific Large
Language Models (LLMs)

Al Nations Al Start ups

Al to Increase Engine for economic
productivity, upskill, growth driving innovation
soclal development and across industries.
competitive advantage
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Increased Compute made Generative Al possible

Computational Requirements for Iraining Transformers
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Transformer Models overcame Supervised Learning

A transformer model learns context and thus meaning by

tracking relationships in sequential data like the words in this
sentence.

First described in a 2017 paper from Google, transformers are
Tasks - among the newest and

; - onhe of the most powerful classes of models invented to date.
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Stanford researchers called transformers “foundation models”
Data

_ ¢ @ =i in an August 2021 paper because they see them driving a
LJ - = paradigm shift in Al.
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3D Signals qaEze __Jaiiias streamline manufacturing, make online recommendations or
_ iImprove healthcare.
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e People use transformers every time they search on Google or

Microsoft Bing.

Any application using sequential text, image or video data is a
candidate for transformer models.

Created with large datasets, transformers make

accurate predictions that drive their wider use, tz onvibiA
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